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• : ' - •     ABSTRSGT 

The sensitivity of a passive horizontal-tracking algorithm to variations in 

input measurements is investigated.  The algorithm determines estimates for 

depth, range, bearing, horizontal speed, course, and frequency for a cw 

acoustic source moving with constant velocity at fixed depth.  The receiver is 

a horizontal linear array towed at a constant depth.  Both source and receiver 

move in the upper portion of a deep ocean and are separated by a relatively 

short range.  Dominant acoustic signals are presumed to arrive along two 

upper-ocean ray paths.  The algorithm uses a new combination of input quan- 

tities, including multipath information, Doppler frequency shifts, and array 

directional measurements.  Procedures are developed for analyzing effects of 

input-measurement errors on source localization. The robustness of the algor- 

ithm to small variations in acoustic measurements and environmental parameters 

is demonstrated for a variety of source-receiver configurations. Variance 

estimates of position and motion are obtained in terms of input-measurement 

variances.  Bounds on tracker performance are developed for measurements that 

are affected by noise.  Results from the several types of analyses corroborate 

the sensitivity characteristics of the algorithm. 
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INTRODUCTION 'V . ,. 

Many procedures have been developed to determine passively the motion of 

an underwater acoustic source.  They involve a variety of acoustic quantities 

measured at one or more receivers, which typically consist of arrays of sen- 

sors.  In familiar bearings-only tracking, direct measurements are made, at 

several observation times, of received signal-arrival angles. These are sub- 

sequently processed to obtain estimates of source position and velocity.^"3 

A quantity which has received considerable attention recently is the time 

delay (or travel-time difference) between ray arrivals at sensor pairs."^"^ 

For example, Ref. 8 describes how time delays observed at a linear array may 

be converted into source-distance and direction information. Another measured 

quantity (or descriptor) is the received frequency, which is employed in 

Doppler tracking.5 Some tracking methods have exploited a combination of 

deccriptors, such as multipath time delays in conjunction with bearing 

measurements. ■'■^ 

In a previous investigation,-'--'- effects of a moving cw source on acoustic 

total field received at short ranges, was studied.  The receiver was fixed on 

the surface, and the total field consisted of two bottom-bounce rays emanating 

from the constant-velocity source moving above the SOFAR axis. A key feature 

was the occurence of brief, regularly spaced changes in total-field phase 

rate, referred to as phase roll.  We present here a passive tracki-ng algorithm 

using as one of its descriptors the quasi-period of phase rolls.  The 

algorithm determines estimates for depth, range, bearing, horizontal speed, 

course, and frequency for a cw source moving with constant velocity at fixed 

depth.  The receiver is a horizontal linear array which is towed at fixed 

depth.  Both "source and receiver move in the upper portion of a deep ocean and 

are separated by relatively short ranges.  The horizontal-tracking algorithm 
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involves a new combination of input information from direct and surface- 

reflected ray paths.  Specifically, the descriptors include the multipath 

phase-roll quasi-period as well as the signal-arrival angle and received fre- 

quency from the direct-ray arrival.  Tn order to show the essential features 

of our procedure in as simple a context as possible, the sound speed is taken 

as uniform in the ocean region from the surface to the deeper of the source 

and receiver, and the ocean surface is assumed horizontal. 

Many factors can contribute to measurement errors in underwater source 

localization and tracking.  One is the omnipresence of noise, which corrupts 

all measurements to some degree, and arises from a variety of environmental 

and systems causes.  Other factors involve the receiving array of sensors, 

which is subject to physical influences which limit its performance in esti- 

mating descriptors such as signal-arrival angle.  Examples are the individual 

independent motions of array sensors''2 or sub-arrays,''^ array element failure 

and errors in amplitude and phase between hydrophone channels,^"^ and bending of 

the linear array.^^ Furthermore, aspects of systems software and signal process- 

ing also contribute to descriptor errors.  For example, measurement and 

processing times must be small enough so that source or receiver motion does not 

appreciably affect descriptor values.  A discussion of this characteristic in 

relation to received frequency measurements appears in Ref. 9.  Finally, the 

neglect of variations in various environmental features involved in tracking 

procedures can lead to errors.  Examples of environmental influences which 

have been investigated are sound-speed or bottom-slope variations,^^'^^ and 

turbulence in the propagation medium.^^  Often, the aforementioned descriptor 

errors are either inherently random or must be treated as random.  However, 

some error influences can be treated in a deterministic manner.  As just one 

example, Ref. 19 contains an analysis of non-random eddy-induced variations on 
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source bearing-angle determination by a horizontal linear array.  It is 

necessary as well to analyze the effects on tracking procedures of these types 

of errors, which are not necessarily random but, in fact, may arise from 

modeling simplifications. 

The principal purpose of this paper is investigation of the sensitivity 

of the aforementioned horizontal-tracking algorithm to variations in inputs, 

including both acoustic descriptors and other algorithm parameters.  The 

analysis of effects of input measurement errors on output predictions for 

source-localization quantities can typically be divided into two stages.  The 

first is determination of input variations resulting from the specific error 

source, and the second is the study of input variations on various outputs 

using the algorithm equations.  For examples, error analyses of time-delay 

measurements corrupted by noise are combined with second stages, relating 

various output errors to time-delay errors, in Refs. 5 and 7.  For tracking 

procedures in which the relations between the outputs and measured inputs are 

well understood (e.g., the "planar" problem in Ref. 7), emphasis is on the 

first stage.  However, for a new tracking algorithm as considered here, some 

basic issues associated mainly with the second stage are essential to inves- 

tigate.  One of these is algorithm robustness, i.e., its ability to yield 

reasonably accurate output information for small imprecision in its inputs. 

Another related matter is the determination of which outputs are more sensi- 

tive to small or relatively large input perturbations.  Consequently, in one 

portion of our sensitivity investigation, we address these issues by studying 

propagation of non-random input-measurement errors, resulting from unspecified 

influences, on algorithm outputs.  We describe rather general procedures 

for this error-propagation analysis, and use them in a variety of tracking 

scenarios,  in another portion, we determine relations between various 
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quantities associated with random input and output errors. We consider also 

the particular influence of noise on input measurements, to determine bounds 

on tracker performance in terms of signal-to-noise ratio. 

In Sec. I, we develop a nonlinear system of equations for the horizontal- 

tracking algorithm, relating the aforementioned descriptors to parameters 

which describe source position, motion, and frequency. Section II addresses 

the sensitivity of solutions to the algorithm equations to input-measurement 

errors.  An essential feature of the methods discussed is a development of 

linear approximations expressing algorithm output errors in terms of various 

input variations.  In Sec. Ill, the robustness of the algorithm is demon- 

strated for the propagation of input errors in various source-receiver scen- 

arios.  Some of these scenarios consist of special cases, in which source and 

receiver configurations are restricted in some manner. The effect of random 

input variations for these special scenarios is discussed in Sec. IV. The 

influence of varying degrees of descriptor-variation correlation on correla- 

tion between output errors is studied.  We also develop Cramer-Rao lower 

bounds for the variances of estimates of certain outputs associated with input 

errors influenced by Gaussian white noise.  Finally, major results are 

summarized in Sec. V. 

I.  HORIZONTAL-TRACKING ALGORITHM 

We present here a horizontal-tracking algorithm for the passive deter- 

mination of position, motion, and frequency of a cw point source S, based on 

measurements taken at a linear receiving array R.  The source (or receiver) is 

submerged at constant depth Dg (or Dj.) , and moves in a straight line with 

constant speed Vg (or Vj.).  The tracking algorithm could be adapted to more 

general source and receiver motions, with non-linear paths and non-constant 
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speeds, by piecewise-linear approximation.  Source and receiver depths are 

less than about 400 m, and the horizontal distance between S and R is less 

than about 10 km.  The source is assumed to emit an omnidirectional signal 

which possesses a dominant single frequency fg (in Hz).  The sound speed c in 

the ocean region between the surface and max(Dg,Dj-) is taken to be constant, 

and conditions for the validity of ray theory are assumed. Thus, the source 

signal travels in linear ray paths.  For the S-R geometries considered here, 

we regard the received acoustic field to be dominated by the direct and 

surface-reflected rays, denoted by "one" and "two", respectively. 

When both rays arrive at R  at some time t^ (in s), the direct ray is 

emitted from S at time tj_ ^,   while the surface-reflected ray emanates at a 

slightly different time, t2^n.  Figure 1(a) shows a projection into a vertical 

plane at time t]_.  Vertical projections of the one and two rays are shown 

here, along with projected directions of S and R   (solid arrows).  Figure 1(b) 

illustrates a projection into a horizontal plane at times t]_ and t2.  The 

horizontal separation (range) between 5 and R  at time t^ is denoted by Rj^. 

Angle gj-^ (or ggn) i^ measured from the horizontal projection of the path of 

R  (or S) to the "line of sight" between S and R  at tjj. ^Both ^^^  and Q^^  are 

measured positive clockwise, and are taken in the interval -ir < gj.j^, g^^^ < TT 

[for example, in Fig. 1(b), 3rn > 0 ^nd 3gj^ < o]. 

Source location, motion, and frequency are determined at time t^ by 

values of the six parameters Dg, R^, gj-^, Bg^, ^s' a"^ ^s* ^® "°te that 

parameters R, Bj., and Bg vary with time, while Dg, Vg, and fg have been taken 

to be time-invariant.  In order to find these parameter values, we use certain 

descriptors measured at R  at, or close to, two distinct times t^, n = 1,2. 

These descriptors include both directional information from the linear array 

and particular acoustic information, consisting of the period of multipath 
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phase variations and the Doppler-shifted received frequency for ray one.  This 

formulation of the tracking algorithm, as well as the sensitivity analysis in 

subsequent sections, is extendable to the case of more than two measurement 

times.  Utilization of more measurements would be expected to yield improved 

source localization and tracking estimates.  However, we do not carry out this 

extension here. 

We now develop equations at time t^^ which relate our selected descriptors 

to the six source parameters mentioned above.  We shall present later in this 

section relations which enable various parameters at time t2 to be expressed 

in terms of those at time t2_.  The directional information obtained from the 

linear horizontal receiving array is the signal-arrival angle ij^^ for the peak 

array output, which corresponds to the direct ray.  Thus, the descriptor ^  is 

measured from the horizontal receiver trajectory [the solid arrow in Fig. 1(c)] 

to the direct ray arrival, with 0 < il;^ *• '''' ^"'^ ^ ~   V2 being broadside.  The 

other line in Fig. 1(c) represents the horizontal projection of the direct ray 

at time t^*  It is close to, but not exactly the same as, the line of sight in 

Fig. 1(b), because of the S and R motion between times t^  ^  and t^j.  The angle 

B^  in Fig. 1(c) is the vertical angle at time t^  at R of the direct ray, and 

is measured positive clockwise from this line to the direct ray (note that Q^ 

may assume positive or negative values, -IT/2 < 9^ < Tr/2, depending on the 

relative depths of 5 and R).  In Fig. 1(c), the angle g  at time t is 
rn n 

measured in a horizontal plane from the receiver path to the horizontal pro- 

jection of the direct ray.  It can be shown that 3  equals the previously 
rn 

defined angle B^ri P^^^ a small correction.  By approximating g  by 3 , it 
rn    rn 

follows that 

cos   ijjj^  =  cos   Q^ cos   Bj-r,   . (1) 
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The quantity cos 9^^ in Eq. (1) can be expressed in terms of the unknowns Dg 

and Rj^, so that 

cos ipn = (l + [[Dr-Ds)/Rn]2}-V2 cos B„ ,   ' (2) 

which is the desired relation at time tf, between the descriptor i|^ and three 

unknowns. 

We turn next to the phase-roll period, an acoustic descriptor involving 

multipath information.  It has been shown^l for certain moving-source/fixed- 

receiver configurations that overall linear multipath phase, associated with 

two dominant bottom-reflected rays, is interrupted by rapid, regularly-spaced 

changes in phase rate.  These nearly-periodic changes were shown to occur over 

time intervals that are from several to tens of seconds long.  If S emits a 

signal proportional to sin (Zirfgt) , where t is time in s, the received signal 

at R  along the direct (m = 1) and surface-reflected (m = 2) paths can be 

expressed as 

Wm(t) = Ajn sin2Tr[fst - ^^{t) ],  m = 1,2 . (3a) 

The relative amplitudes A^ can be taken to be constant for time intervals of 

interest.  Although Wj^ is not a sinusoidal function of time, Eq. (3a) 

expresses each arrival in the form of one with fixed frequency fg and time- 

dependent phase i^i^it)   (in cycles) : 

't'ra(t) = fs i^m^t-' - (m-l)/2, m = 1,2 . -(3b) 

In Eq. (3b), Tj„(t) is the travel time of the signal along the mth ray, and the 

second term accounts for a surface phase shift of the m = 2 ray.  The total 

acoustic field at R at time t is 

W(t) = A(t) sin2Tr[fst - $(t) ] , (4a) 



where the multipath relative amplitude A(t) is .; 

A(t) = Ai(l + k2 + 2k cos[A(()(t) ]}l/2 , (4b) 

and the total-field phase $(t) is 

$(t) = 4>i(t) - tan-l[k sin[A<j)(t) ](l + k cos[A(t>(t) ]}-!) . (4c) 

In Eqs. (4b) and (4c) , tan"! ^g (-^e principal value of the inverse-tangent 

function, and 

k = A2/A1, A<{i(t) = (|)2^(t) - (t)2(t) . (4d) 

By  differentiating Eq.   {4c)   with  respect  to  t and assuming   (t - t^)   to  be 

sufficiently  small  so that   ({)]^(t),   (})2(t),   and  A(j)(t)   may  be  expanded  to  linear 

terms   in   (t  - tj^) ,   we obtain,   for   the multipath  phase  rate   $  (t) , 

*'^^^   =^s   ^i,n-^s(<,n-   ^2,n^^   ' (5^^ 

where 

G   =   k(k + cos   A<|)][l +  k2  +   2k  cos   A<f))~l   , (5b) 

and  T'       =  fd/dtlx   (t)| .     From Eqs.   (5a)   and   (5b),   $  (t)   repeats  when   A* m,n^''m(— *- ^ 
I 

changes by one cycle.  Therefore, the phase-roll period P  in s/cycle of $ is 

^n '=   ^^sl<,n-^2,nir' ' ^ (6) 

where Eq. (6) follows from the linear [in (t-t ) ] approximation to Ao. By 

2 -1 
using trigonometry and expansions of order M Re  and smaller, where Mach 

number M is maxfv ,v 1/c, accurate approximations for x   and T   may be 
s  r l,n     2,n ' - 

found.  We employ these approximations in Eq. (6) to obtain an equation 

relating p  at time t  to the six S parameters described previously: n n ^ r       ^ 
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=-iiru    u  ^r.. .__ .      . ..   „_ . M-1 P = cf~ Ifb,  - b^  "Ifv cos B  + V cos 3 H""^ ' (7a) 
n    s'^l,n   2,n''^s     sn   r     rn-" 

where 

^m,n = ^-1 ^ ^t°r " (-ir'\]/H,}')"'/', m = 1,2 . (7b) 

Equations (6) and (7) suggest a connection of the phase-roll period to a 

differential-Doppler effect,'^ but we shall not discuss the similarities and 

differences between these phenomena here. 

The final descriptor of interest is the received frequency of the direct 

ray arrival at time t^.     It is obtained by examining the power spectrum at R 

resulting from the emitted line spectrum (at frequency fg).  The finite-time 

power spectrum H(f) of the multipath arrival W(t) is found as a function of 

frequency f in the usual manner, with a time average over an interval of 

length T, where T is up to several tens of seconds, about t = t^-  It can be 

shown that H(f) has two distinct peaks, corresponding to the m = 1 and 2 ray 

arrivals.  Moreover, H assumes the larger of its t'-'o peaks at frpquency 

f = fj-ri for m = 1, since its amplitude is larger than that for m = 2.  The 

quantity fj.^ is given by 

^rn = ^s^^ - \,n"^   ' (B) 

and f T   in Eq. (8) is a Doppler-type shift in frequency of the direct 

arrival resulting from relative source-receiver motion.  Using the approxima- 
I 

tion for x   discussed before Eq. (7a), we obtain 1, n 

f  =f[l+c b,  fv cos 3  + V cos B  11 , (91 
rn   s'-       l,n^ s     sn   r     rn^'-l ' ^   ' 

where b]_ ^  is defined by Eq. {7b) . 
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We have developed the three Eqs. (2), {7a), and (9), which relate three 

descriptors i);^, P^^, and fj,^ at time t^ to six unknowns Dg, R„, Q^^, ^^, Vg, 

and fg. To supplement these three equations at one time t]_, we propose that 

they be employed at an additional measurement time t2. For this purpose, we 

make the reasonable assumption that S and R motion is linear over time inter- 

vals between one and several minutes. As discussed previously, measurements 

of the descriptor values have been assumed to require shorter intervals, of up 

to tens of seconds. 

The linearity of the S and R tracks impose relations among geometric 

quantities R^, Q^w   ^^^  ^rn ^^  successive times.  These relations produce a 

system of six equations in six unknowns (with n = 1).  The solution to this 

system, combined with these relations, permits specification of S parameters 

at t2 as well.  We let At2 = t2 - t]_, Y2 be the length of the line joining the 

horizontal projections of R at time t2_ and of 5 at time t2 [see Fig. 1(b)], 

and ri2 be the angle shown in Fig. 1(b).  It can be shown that the following 

equations, relating R2, Bs2/ and 3^2 to various n = 1 unknowns, are valid: 

^2 " ^^^2 "^ ^^^^^^2^  " 2Y2V^At2(cos Sj.^cos n2 + sin e_^sin TV,]]^^'",   (10a) 

where 

Y^ = [RJ + (v^At^)^ - 2R^v^At2 cos g^J^/^ , (10b) 

cos ^2 = t^2 "^ ^1 " ^''s^4^^^/^\^2 '   ' ■ (IOC) 

and 

sin TI2 = (''s^t2 sin 3^^ j/Y^ ; ■ (lOd) 

cos B^2 = [\-°^   ^si" Vs^t2- v^At^ cos(0^^- &^^]]/R^  1 (Ua) 
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and 

^2 = ^2 ^^1 -^1 • (12) 

We omit tedious details of the derivation of Bqs. (10a)-(12) for various cases 

of 3r-i and Sg-] .  These equations do remain valid if the subscript 2 is 

replaced by n, which enables extension of our tracking procedure to more than 

two measurement times. 

In summary, the horizontal tracking algorithm involves the solution of 

the system of six nonlinear Eqs. (2), (7a), and (9) with n = 1,2, in terms of 

the six unknowns R-i , Bg-] , Pj-i, Dg, Vg, and fg.  Equations (10) through (12) 

are used to express R2, Bg2' ^^^  3r2 ^^  terms of these unknowns.  The solution 

to this system for typical input values can be obtained numerically using, for 

example, a nonlinear least squares procedure.^0 we do not provide an inves- 

tigation of existence and uniqueness of solutions to this system.  This is 

because our principal interest here is in algorithm sensitivity, and also 

because implementation o-*^ such an algorithm could employ ".sefully measurements 

at additional times and equations for S/R paths consisting of multiple linear 

segments.  Instead, we provide in Sec. Ill soEie typical aramples of solutions 

to the system for various S/R  scenarios.  Aftar solution at time t-j is found, 

Eqs. (10)-(12) are again employed to determine source location parameters at 

the later time t2. 

II.  ALGORITHM SENSITIVITY ANALYSIS 

In this section, we present methods for analyzing the propagation of 

measurement errors in horizontal-tracking algorithm inputs on output values 

(i.e., source location, motion, and frequency parameters).  The inputs con- 

sist of the de'scriptors ^^,   P^,   and fj.^^, n = 1,2, and the sound-speed 

parameter c.  The Introduction described various influences on measurement 
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errors that can arise in tracking situations.  The procedures here will be 

used to study output errors without specifying particular input-error causes. 

Input errors can either be deterministic or random in nature, such as those 

due to neglect of environmental features or noise, respectively. Our pro- 

cedures are developed first for non-random types of measurement errors, so 

that they can be applied in Sec. Ill to study algorithm robustness and rela- 

tive sensitivities of output errors to input variations. Later in this 

section, we present methods to be used in Sec. IV for random input variations. 

We concentrate in this paper on examination of particular cases when only 

certain sets of input quantities are perturbed:  specifically, (1) phase-roll 

periods and received frequencies, (2) signal-arrival angles, and (3) sound 

speed. The first set consists of quantities that are inherently related to 

travel-time variations due to source-receiver motion (so it is possible to 

interpret errors in them in terras of travel-time errors).  The second set is 

comprised of measurements from the linear array, and errors in them could 

arise from various types of array biases.  The third case is a source of 

ocean-environmental error in this model.  We emphasize that our procaduras are 

sufficiently general to apply to other combinations of perturbed inputs^ 

including all the descriptors being perturbed simultaneously.  Howeverj focuss- 

ing on the particular cases clarifies the sensitivity characteristics of the 

algorithm. 

We denote by an overbar, and reference as "unperturbed", all input quan- 

tities with values obtained from a set of measurements, and, also, all corres- 

ponding output values determined from the tracking algorithm.  All these 

unperturbed values play the role of an algorithm solution whose sensitivity to 

input perturbations is to be studied.  Similarly, "perturbed" inputs and out- 

puts are unbarred.  Further, we use A to indicate input perturbations (for 
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example, APj^ = P]^ - Pj^ is a perturbation in phase-roll period at time t-^) ,   as 

well as output errors (for example, AR2 = R2 - R2 represents the error in 

range at time t2) .  We also designate the output error vector hj,, n = 1,2, by 

hn =   (ADS, ARn, ABj-n' ^Ssn' ^Vg, Afg) . (13) 

Finally, for source depth, range, and source speed, the relative output error 

is defined to be the output error divided by the unperturbed value, and is 

denoted by a x followed by the appropriate parameter in parentheses [for 

example, x(Dg) = ADg/Dg is the relative error in source depth]. ,.; 

We now proceed to derive linear approximations for output errors in terms 

of input perturbations.  These approximations are numerically efficient in 

that the nonlinear system of tracking equations only has to be solved once 

with unperturbed inputs.  They are useful also for obtaining tractable analy- 

tical formulas in the subsequent study of both non-random and random input 

variations.  Finally, although they are derived only for small input varia- 

tions, numerical examples in Sec. Ill show them to be accurate for rather 

large input variations, as well«  We first develop linear approximations for 

nondimensional output errors in terms of ncndimensional input perturbations. 

These approximations are easily converted to dimensional ones, are themselves 

useful numerically, and are directly applicable later to comparisons of 

variances and covariances for random output errors and input varia:tions. Non- 

dimensional quantities using unperturbed input values are defined as follows: 

Pn - Pn/Pl' fn - ^rn/^rl' " = 1,2, (14a) 

and 

,, C = c/c, e = (Pifrl)"^' V E (p{fj.i~j.]/c   . (14b) 
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Dimensionless unknowns Xj^^, for 1 < j < 6 and n = 1,2, are defined to be 

xin = CDr-Ds)/Rn' X2n = (Dr+Ds)/Rn' ^Sn = ^tm   ^in   =   hn' 

.^Sn =   [Plfrl^s)/^. xgn =  fs/fd • (14c) 

Note that Dg and Rj^ can be recovered from x-^^  and X2^  by 

Ds = Dr[>«2n->'ln)/(>^ln+X2n)' ^n = 2Dr/(xin+X2n) • (14d) 

A nondimensional version of the tracking algorithm, Eqs. (2), (7a), and (9), 

is given for n = 1,2 by 

2  -1 /2 
fl + X, 1     cos x^  - cos ^     = 0 , (15a) 
*-    In'' 3n       n 

C^eilt^l^^lnr^''^ - (l+^2nr^''^](x5n=°s x^^+v cos x^Jf^ . 

- p^ = 0 , (15b) 

and 

X.   [l + e C~ [l+x, 1" '^   fx_ cos X, + V cos X- 1] - f =0.      ■ {15c) 
6n'- '"   In'^    ^ 5n     4n        3n ^ ■■   n 

Nondimensional output vectors Xj^ are • . 

x  = [x  ,x  ,x  ,x  ,x  ,x  ) , n = 1,2 , (16) 
-n   ^ In  2n  3n  4n  5n  6n ^ 

and from Eqs. (10)-(12), formulas for the components of X2 (not written here) 

can be obtained in terms of those of X]_. Finally, the nondimensional input- 

perturbation vector 5, which can represent any of the three sets of perturba- 

tions described previously, is defined by 

6 = [6j_, 62/^3 , 64 , 5^, 5g J . (17a) 
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For each set, component 6^,   i = 1,6, corresponds to the perturbation in the 

ith equation of Eqs. (15), written with the n = 1 equations preceding the 

n = 2 equations.  For example, with nondimensional perturbations in phase-roll 

period Ap^^ and received frequency Afji/ n = 1,2, we have 

6 = (o,Ap^,Af^,0,Ap2,Af2) . (17b) 

Linear approximations for the nondimensional error vectors Axj^[n=1,2], 

applicable to all input-variation sets, are now written as follows.  We 

express Eqs. (15) as 

Fi(xi,5) = 0, i = 1,6 , (17c) 

and let J be the 6x6 Jacobian matrix for Eqs. (17c).  Then entry (i,j) of J 

is 

Jij = 9Fi/3xj1 » •' -    (17d) 

where the partial derivatives are evaluated at [x-|,6l = [x-^,o],   and 0 is the 

zero vector.  We do not list the entries of J in this paper.  We let E be the 

6x6 matrix, the kth column of which consists of partial derivatives of the 

Fj_ with respect to 8^  evaluated at [x-|,6] = (^i,o].  For all three sets of 

input perturbations, the matrix E is diagonal.  It can be shown by generaliz= 

ing a scalar result^'' that a linear approximation to Ax-], valid to order 5, is 

Axi = 8^5 , (lea) 

where . 

Bl = -J"^E , (T8b) 

and J~ is the inverse of the Jacobian matrix. We note that Eqs. (18) may be 

solved numerically in an efficient manner by a factorization scheme^O applied 

to 
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j('^5l) = - ^5 • • *■    ^^ • (19) 

Numerical experience with Eq. (19) indicates that it generally produces more 

accurate solutions than a corresponding dimensional linear system derived from 

Eqs. (2), (7a), and (9).  By using Eq. (18a), the expressions mentioned prev- 

iously for X2 in terms of x^^, and a linear expansion of Ax2, we obtain 

similarly that 

Ax2 = B2 6 , (20a) 

where 

32 = K Hi . ^ (20b) 

The 6x6 matrix K consists of partial derivatives of the components of tx^ 

evaluated at Ax]^ = 0, and B]^ is given by Eq. (18b).  From Eqs. (14c), (14d) , 

(18a), and {20a) , approximations fur the dimensional error vectors h_ of 

Eq. (13) are readily obtained: 

hn = [2Dr(^ln + ^2n)'^[^lnAx2n " '^In^^ln) •  " ^'^t^^ln  + '^InY^ '• 

(Axin + Ax2n], Ax3n, l^Mn'{^/^l^tl)^bn'   frl^xen]' n = 1,2 .  (21) 

Approximations for various relative output errors x follow immediately from 

Eq. (21). 

We turn briefly to formulas useful in analyzing output errors that are 

associated with random input variations.  All input perturbations and output 

errors are modeled as random variables, but without specification of their 

probability distributions.  These random variables possess mean values of 

zero.  Equations (18a) and (20a) imply that the nondimensional output-error 

random variables satisfy 
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Axn = Bn 6 , n = 1,2 , (22) 

where the input error 6 is a vector random variable, but the entries of Bj^ 

are non-random.  Entry (i,j) of the 6x6 error covariance matrix^ V 

associated with 6 is - 

Vij =     (^iSk) . (23a) 

where  is expectation.  A similar equation holds for the error covariance 

matrix V^ associated with Ax^.  It can be shown22 that V and W^  satisfy 

Vn = Bn V Bn  , {23b) 

where ~ denotes matrix transpose. Equation (23b) is the desired relationship, 

expressing output-error variances and covariances in terms of those of input 

perturbations. 

III.  ERROR PROPAGATION ANALYSIS 

We analyze the sensitivity of the horizontal-tracking algorithm outputs 

to deterministic input-measurement errors in a variety of source-receiver 

configurations.  Typical scenarios are displayed in top-views in Fig. 2. 

Scenario (A) shows S and R on headings which are perpendicular at time t■^,   so 

that the range R between them shortens at a later time t2.  Scenario (B) is an 

example of diverging range, while S and R converge at varying rates in (C), 

(D), and (E).  Unperturbed values for algorithm parameters, descriptors, and 

track outputs are given in Table I.  In subsection A, we consider scenarios 

(A)-(C); in subsection B, we discuss scenarios (D) and (E), in which motion is 

confined to a vertical plane, along with a particular version of scenario (A). 

We remark that we considered numerous other cases as well, which are not 

reported here. 
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A.  Example scenarios 

For each of scenarios (A)-(C), track outputs were computed using the 

numerical procedure described in Sec. I for the full nonlinear system of 

algorithm Eqs. (2), (7a), and (9).  The principal result of this subsection is 

that, for all scenarios, small perturbations of all algorithm inputs produce 

small variations in output estimates.  For example, we display in Fig. 3(a) 

[or Fig. 3(b)] graphs of relative percentage errors in depth, range, and speed 

at time t2 versus phase-roll period perturbation Ap(= AP]_ = AP2 1, for scenario 

(A) [or (B)].  The value of frequency perturbation Afj-[ = Afj-i = Afj-2 ] is . 

0.1 Hz, while AP varies from 0 to 3 s/cycle.  These nearly-linear curves in 

Figs. 3(a) and 3(b) show that output errors are small, not only for small 

values of AP, but also for relatively large values. For example, Fig. 3(a) 

indicates that relative output errors are less than 8% for AP values corres- 

ponding to relative period errors up to about 20%.  The speed error (or depth 

error) curve is the largest in Fig. 3(a) [or Fig. 3(b) ], which shows that the 

relative magnitudes of output errors are dependent upon scenario.  An example 

of an approximate error curve, computed using Eq. (21), is displayed in 

Fig. 3(b) as the upper long-dashed curve for range erro^.  It shows the 

accuracy of the linear approximations to output errors, for both small and 

relatively large values of AP. Also, for scenarios (A)-(C), output errors 

were shown to be much less sensitive to changes in received frequencies than 

to phase-roll period perturbations. 

All output predictions are relatively insensitive to small input varia- 

tions.  However, some outputs are more sensitive to larger variations in some 

inputs than in other inputs.  For example, we show in Fig. 4 relative depth, 

range, and speed percentage errors at time t2 in scenario (C).  Figure 4(a) 

illustrates these output errors, with an ordinate scale up to 25%, versus 



-19- 

AP (with Afj- = 0.1 Hz).  Figure 4(b) shows the same errors, with ordinate up 

to 5%, versus Aij; (= A^i = Aij;2) / where AiJ; represents the measurement error of 

the signal-arrival angle.  Results in Fig. 4 are typical for other scenarios, 

as well. 

We turn now to the influence of various input perturbations on errors in 

bearing and course.  In Fig. 5(a) [or Fig. 5(b)], graphs of bearing - and 

course - angle errors at time t2 versus Aij; are displayed for scenario (B) [or 

scenario (C)] .  Results show that bearing (A^f) and course (A^g) angle errors 

are comparable to signal-arrival angle perturbations. We found this conclu- 

sion to be widely applicable.  It follows that the main influence of Ai|; or 

A3r occurs in algorithm Eq. (2).  These errors in 3^ influence, in turn, the 

errors in 3s in Eqs. (7a) and (9), where both these quantities are present. 

In Fig. 5(a) [or Fig. 5(b)] values of A3i;2 ^re always greater (or less) than 

A332' which shows that relative error magnitude varies with scenario.  In con- 

trast to the comparable influence of A^* on both AS^ 3fid ASg/ there is a 

significant difference in the effect of AP on these quantities.  Small varia- 

tions in phase-roll period yield small changes in A3r and ASg, but larger 

values of AP produce significantly larger values in A3s..than in A3j. in all 

scenarios.  For example, with scenario (C) at time t2 and values of AP = 

2 s/cycle (and Afj- = 0.1 Hz), |A3S2I = 3.0°, while 1A3I.2I = 0.05°.  Since At 

is zero here, the relation between 3^ and ^  in Eq. (2) evidently serves to 

diminish the influence of AP on AS^ in Eq. (7a) . 

The input perturbation which least affects output errors is A::. For A:: 

values up to 10 ms"-'- in scenarios (A)-(C), output errors are nearly zero. 

B.  Special tracking scenarios 

We discuss here the sensitivity of output errors to input perturbations 

in particular types of tracking scenarios.  Scenarios (D) and (E) in Fig. 2 
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have motion confined to a vertical plane, and we consider a variant of 

scenario (A) with perpendicular tracks at time t]^. These scenarios are 

"special" in that a priori knowledge is assumed for bearing angles ^^,   n  = 

1,2, course angles 3sn' " ~ 1/2, and source frequency fg. For subsequent 

convenience, we also take receiver depth less than source depth.  The moti- 

vation for investigating special tracking scenarios is to obtain tractable 

analytical expressions for output errors in terms of input perturbations. 

Furthermore, useful information may be obtained from these for both determin- 

istic input variations in this subsection and for random variations in Sec. 

IV.  Finally, certain insights into the robustness of the tracking algorithm 

in more general scenarios are gained by understanding sensitivity results in 

special tracking scenarios. 

The a priori knowledge for special scenarios is useful to reduce the full 

tracking system, Eqs. (2), (7a), and (9), to three tractable nonlinear equa- 

tions at time tj^.  In this reduced system, descriptors i|;]_, p^^, and fj,]^ 

determine three source parameters Dg, R]_, and Vg via explicit formulas.  The 

remaining unknown R2 is then found from Eq. (lOa).  These formulas will not be 

presented here.  Instead, the accurate linear approximations corresponding to 

Eq. (21) will be described.  It can be shown that Eqs. (15) can be reduced to 

a nondimensional system of two equations in two unknowns X21  and x^j^. By 

applying Eq. (21) to this system, approximations for output errors are 

obtained.  For examp-le, it can be shown that, for perturbations in period IPi 

and frequency Afj.^^, relative errors x(Ds) » x(Ri) » arid x(Vs) are 

X{Ds) = [(Ds-Dr)/Ds]ci(y;L+T2) , (24a) 

X(Ri) =.- Ci(Y^+Y2) (24b) 

and 
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X(vs)   =  (cos ■es;L/<=°s ^rl)rc(^rl-fs)/Vs ^s cos \]y2  > (24c) 

where  the  relative  period  and  frequency  variations  are 

Yi  =  APf/Pi {24d) 

and 

Y2  =  Afrl/(frl-"fs)   • (24e) 

The quantity  c-^  is , ,   , 

ci   =   (Ri/2Dr)(cos "e^l/cos Ii:i){c2/[l-(c3 cos   ti)2]V2|   , '     (25a) 

where 

^1  =   [l-(Vfrl)]/{Pl  frl[l-(Vfrl) "  (1/^1 frl)P}       ' (25b) 

and " " ' ' ■^■■ 

C3 =   [l-(fs/frl) - (VPifri)]/[l-Ces/frl)] • ' (25c) 

Values of Dg, R^^, and Vg in Eqs. (24)-{25) are found from the reduced system 

described at the start of this paragraph.  We conclude from Eqs. (24a) and 

(24b)  that under our assumption Dj. < Dg, the magnitudes of relative errors in 

range are greater than those in source depth. Also, we note that relative 

error in source speed is influenced only by the received frequency perturba- 

tion, unlike relative errors in depth and range at time t-^. 

For scenarios (A) , (D) , and (E) , we found that typically smaH input per- 

turbations resulted in small errors in all outputs.  This result is entirely 

consistent with results in Sec. Ill A for more general S-R configurations. 

For example, we display in Fig. 8(a) [or Fig. 6(b)] graphs of percentage 

relative errors in source depth, speed, and range at times t]_ and t, versus 

AP = AP]_ for "special scenario (A) [or scenario (D) ] , with Afj-i havir.g the 

constant value 0.1 Hz.  We show in Figs. 6 and 7 graphs obtained from Eqs. 
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(24)-(25) and from an approximation (not included explicitly here) for x{R2)• 

Numerous numerical calculations indicate the good accuracy of these approxima- 

tions.  Figs. 6(a) and 6(b) demonstrate that output errors are small for both 

small and relatively large values of AP.  A comparison of Figs. 3(a) and 6(a) 

indicates that these percentage errors are somewhat larger for the restricted 

scenario (A) than for the general case with scenario (A). We observe also 

various qualitative conclusions of the output error approximations in Figs. 

6(a) and 6(b) as, for example, speed errors in both figures being independent 

of AP perturbations. 

In the previous subsection, output errors were affected much more signif- 

icantly by AP than by Af^ perturbations.  For the special scenarios here, 

frequency-measurement errors can influence output errors comparably to phase- 

roll period variations.  This can be seen from Eqs. (24), since relative 

period and frequency errors, Yi and Y2, assume values of comparable magnitude. 

Also, Fig. 7(a) [or Fig. 7(b)] shows the effect of Afj- values up to 1 Hz (with 

AP = 1 sec) on percentage depth, range, and speed errors for restricted 

scenario (A) [ or scenario (E)].  Similarly, the influence of the received 

angle perturbation on percentage errors in depth and range is considerably 

larger for the special scenarios than in subsection A. 

Our analysis in this subsection has corroborated the conclusions in Sec. 

IIIA in that the tracking algorithm is generally robust for reasonable input 

perturbations.  The investigation here was performed on a subsystem of the 

equations associated with the full algorithm.  It also indicates that for 

larger input perturbations, certain output errors are typically much less with 

the full algorithm than with an algorithm based on the subsystem.  Therefore, 

the full algorithm is better able to absorb larger input fluctuations and 

still produce good predictions.  This suggests enhanced robustness of the full 

algorithm by incorporating measurements at more than two times. 
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IV.  SENSITIVITY TO RANDOM VARIATIONS 

We discuss relations between random input measurements and corresponding 

output errors for our tracking algorithm.  Examples of possible sources of ran- 

dom influences on input-measurement errors are discussed in the Introduction. 

In subsection A, we study random output errors without specifying any particu- 

lar input-error mechanism; in subsection B, we consider the specific effect of 

input noise variations.  In order to present tractable formulas, we focus on 

special tracking scenarios as described in Sec. IIIB.  However, we stress that 

the methods used with the special scenarios can be generalized to 3ore general 

ones.  We choose to analyze effects of phase-roll period and received frequency 

perturbations, at time t2_ and with zero means, on relative errors in source 

depth and speed.  Random relative range errors are not included, since they can 

always be derived from relative source-depth errors. 

A.  Random error correlations 

In Sec. II, it is noted that the period and received frequencv are both 

related to travel-time variations due to S-R  motion.  It is reasonable, then, 

to expect that random influences which affect errors in..one of these descrip- 

tors also produces errors in the other.  We wish to describe the effect of 

varying correlation between perturbations in these descriptors on the correla- 

tion between output errors.  Zero-mean random variables for nondimensional 

period and frequency variations are represented here by y-^  and y-^ in Eqs. (24d) 

and (24e), and by x(Ds) and xlVg) for relative source depth and speed errors. 

The input-perturbation variances and covariance are a^    = E[Y^), i = 1,2, and 
Yi     i 

E(YlY2)' where E is again the expectation operator.  The correlation 

coefficient pp for YI and Y2 is 

Pp = E(YjLY2)/<JYia^2  ' '   / . (26a) 
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and a similar definition holds for p^ associated with x^^s'^   ^^'^  X^Vg).  Using 

Eqs. (24a) and (24c) as valid linear approximations for x(Dg) and x(Vg) in 

terms of Yi and Y2' along with a modified version of Eq. (23b), the following 

formula for p,, is derived: 

p.. = (l + <Pp)/[l + <  + 2KPJ,) '      ,     ' ■ (26b) 
X 

where 

ic = a /a   . (26c 
' 1   2 

It is important to observe that py from Eq. (26b) is influenced solely by the 

correlation coefficient pp, and the ratio ic of standard deviations associated 

with relative period and frequency perturbations. That is, it is independent 

of all mean-state quantities and constants in Eqs. (24a) and (24c). 

We display in Fig. 8 graphs of Py versus pp for various values of < 

ranging from zero to infinity.  From the K = 0 and < = 0.5 curves, associated 

with relatively small period-error standard deviations, Py is close to one. 

This indicates that relative errors in source depth and speed are nearly 

perfectly correlated [and nearly linearly related^^J, regardless of the cor= 

relation between period and frequency variationso  As K incrsasas, the curTSS 

in Fig. 8 decrease monotonically.  For large values of K, py approaches the 

diagonal K = ".  Thus, when the standard deviation of period perturbations is 

significantly greater than that associated with frequency, output-tJrror corrs= 

lation is virtually identical with the correlation between input variations. 

The fact that all curves in Fig. 8 begin at the points (pp,Py) = (-1, ±1) and 

end at (1,1) shows that a perfect correlation between Yi and Y2 always 

produces the same result in x(Dg) and x('^s)»  '^^ particular case K = 1, with 

a discontinuity at pp = -1/ represents a transition between a situation where 

Py is never zero (K < 1) and one where Py is always zero for some nonzero 
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value of PY {<   >   1).  Finally, we conclude that if pp = 0 (input perturbations 

are uncorrelated), then p^ 5^ 0 (output errors possess some correlation), 

unless K   is large. 

B.  Tracker performance bounds 

Next, we regard the received signal, from which phase-roll period and 

frequency measurements are obtained, as corrupted by noise.  The noise N(t) is 

taken to be Gaussian with zero mean, spatially incoherent, and spectrally 

white with power NQ ^^  each one-Hertz band.  We express the received signal 

Z(t) at R at time t as 

Z(t) = W(t) + N(t) , (27a) 

where W is given by Eq. (4a).  Errors in estimates for the period and received 

frequency are taken to possess Gaussian probability densities.  As before, 

means of these descriptors, along with output source depth and speed values, 

are taken as known.  With t-] = 0 for convenience, the observation time T of 

measurements extends from - T/2 to T/2 s, and encompasses tens of seconds (see 

Sec. I).  The time-averaged power SQ of the signal is23 

T/2 2    2 
S  = lim (I/T]  /    W (t)dt = (A. + AJ/2 . (27b) 
°   1^"        -T/2 12 ■ 

One appropriate signal-to-noise ratio (SNR) here is then SQ/NQ.  Cramer-Rao 

lower bounds■^'^ for the variances of unbiased estimators for the track outputs 

are desired, as functions of SNR.  A two-stage estimation procedur^^ is 

required: First, obtain such bounds for variances of descriptors in terms of 

SNR; subsequently, express track output variance bounds in terms of those for 

descriptor variances. 

For the first stage, the 2-vector a is defined with a-] = p-] and a^ = f-] 

as nondimensio'nal versions of period and received frequency.  Let l'(a) denote 
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the symmetric 2x2 Fisher Information matrix^'* associated with a.  Applying 

the approach for sinusoidal signals in Ref. 4, it can be shown that fj_-;(a), 

the ij^^ entry of 'i'(a), is given by 

T/2 
^ij(a) =-(1/No) /    (3w/8ai)Ow/8aj)dt . (28) 

-T/2 

Entries of ^(a)   are evaluated from Eq. (28) by representing W as the sum of 

the two signals in Eq. (3a), expressing their phases <^-\{t)   and <t>2(t) in terms 

of a-i and a.2r   and using the relatively large size of T to neglect small terms. 

Cramer-Rao lower bounds for the variances a^[a-^}   and a^(a2)   of unbiased 

estimators of a-) and ^2 are the diagonal elements A-ii(a) and A22(ct) of the 

symmetric 2x2 matrix A(a) = [^(a)]-''.  It follows that 

a2(a^)   >   Aii(a) = (?T/2TT) 2( i 2/T3) (k + k"! ) ^(So/No)"'' (29a) 

and 

02(^2) > A22(?' = (1/2Tr ?J.T)2(12/T3)(1 + k2) ( SQ/NQ) "■" , (29b) 

where k is given in Eq. (4d).  We also require later the off-diagonal entry, 

^12^?' =^21(5) =- (Pi/2TT Trl)^(12/T3)(1 + k-2) ( SQ/NQ)-■• .        (29c) 

We note that Eqs. (29) depend on SQ/NQ/ T, k, and the dimensional mean 

values of period and received frequency.  It follows from Bqs. (28a) and (28b) 

that the Cramer-Rao lower bound associated with period perturbations a-] is 

much greater than that for frequency perturbations 02.  Also, for our algor- 

ithm involving multipath information at a single receiver, bounds decrease as 

l/T^ for increasing T.  This qualitative result agrees with that reported'* for 

differential Doppler estimation for single-path signals at multiple receivers. 

Turning to the aforementioned second stage, we establish Cramer-Rao lower 

bounds associated with the 2-vector z, where z-j =  Dg/Dj. and Z2 = X51 [from 
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Eq. (14c) ] are nondimensional versions of source depth and speed.  From the 

system of two equations for p^  = a^^ and f]^ = a^ described in Sec. Ill B, 

th an relations a = a(2) can be found.  The ij*^" entry Qj_j of the 2x2 Jacobi 

matrix Q for this new system is 

Qij = Sa^/azj , ■■ ■ (30) 

where  the  partial  derivatives  are  evaluated at  mean  values  of   z components. 

For  our  situation, 

Qll  =   2x6ieilz2  cos l^i + ~ cos \^\ {i+e;^e2)~^^^ [{l+li) / {l-^i)^ ]  , (31a) 

Ql2  = "^elcos Igilt (cos "ifi/cos "gj-i)   -   (l+eie2)"l/2]   ^ ^^^^^^ 

Q22  =   e xglcos   &3j_/cos   g^]_)cos   ^-^  ,               '          • {31c) 

where 

ei   =   (cos "BJ-I/COS  t2_) 2 -  1,   82   =  [ (1+zi)/(l-^i) ] 2   , (3id) 

and z,  V, and xg^ are defined in Eqs. (14b) and (14c)o Under our modal 

assumptions, it follows^ that the Fisher Information mati-ix f(z) associated 

with z is 

¥(5) = Q f(a)Q . ,  (32) 

Cramer-Rao lower bounds associated with z are the diagonal elements of A{z) = 

[^(z)]"!, as before.  From Eqs. (29), (31), and (32) and the definitions of z^ 

and Z2, such bounds for the variances 02(03), a(Vg) of unbiased estimators of 

Dg and Vg are 

„2(6J ,^2 g-2 [,^^(j, . 2(Q^^/Q^^)A^^(5) .   (Q^/Q^J^*^^(5)]    (33a, 
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and 

02(0 ]   >   fc/P I  12 Q-2 A [a]   . (33b) 
^ s   ^1 rl   22  22^-^ 

From Eq. {33a) the lower bound on source depth variances depends on 

bounds for both period and received frequency variances.  From Eq. (31b), the 

lower bound for speed variances depends only on the lower bound for received 

frequency variance.  This result is analogous to one in Sec. Ill B for non- 

random error variations.  We display in Fig. 9 graphs of the Cramer-Rao lower 

bounds for depth and speed error for special scenario (A) versus the dB SNR, 

10 log]_Q (SQ/NQ) .  The lower bounds are shown as percentage standard devia- 

tions, normalized via the mean value of each output.  Measurement observation 

time used for both curves in Fig. 9 is T = 30 s.  The very small values for 

the speed bound, of less than about 2%, corresponding to a speed error of less 

than 0.1 ms"-'-, are noteworthy.  They arise because of its aforementioned 

dependence on the received frequency lower bound-  This bound, h22^ '^ '   ^^  very 

small due to the quantity (1/2TT f^i) ^ in Eq. (29b).  The depth bound in Fig. 9 

decreases steadily from just under 30%, or 90 m, at a SNR of 0 to just under 

10%, or 30 m, when the SNR is 10.  This bound is influenced mainly by the 

phase-roll period variance bound, and is consequently larger than that for the 

speed curve.  Results for scenarios (D) and (E) are very similar to those 

shown in Fig. 9.  We conclude that variance bounds for the special scenarios 

are excellent for source speed and good for source depth at moderate to high 

SNR. -    - 

Our procedures could be extended to analyses of the more general scen- 

arios.  As illustrated in Sec. Ill, output errors tended to be comparable to 

or less than those associated with the scenarios considered here.  Thus, it is 

anticipated that bounds on the performance of the full algorithm should be 

reasonable. 
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V.  SU^4MARY 

This paper considers the passive determination of bearing, range, depth, 

course, speed, and frequency for a moving cw acoustic source S.  Measurements 

are taken from a moving linear receiving array R. Both S and R are submerged 

at constant depths of less than 400 m, separated by ranges less than about 10 

km, and they move on linear paths at constant speeds.  The dominant acoustic 

signals are assumed to travel along two upper-ocean ray paths, one direct and 

one surface-reflected, and the sound speed is taken to be constant there. The 

tracking is accomplished using a new combination of acoustic quantities (or 

descriptors).  These include the signal-arrival angle at R and the Doppler- 

shifted received frequency that are associated with the direct ray, as well as 

the phase-roll quasi-period of multipath phase variations.  The latter 

involves regularly spaced, brief changes in total-field phase rate.  Using 

descriptor measurements at two distinct times, a system of equations for the 

horizontal tracking algorithm is developed, relating descriptors to six un- 

known source parameters.  Our algorithm formulation is sufficiently general so 

that it can be extended to more than two measurement tiaies for additional 

improvement in source-parameter estimates^  Solution examples via a least- 

squares numerical procedure are provided for various scenarios. 

We then investigate the sensitivity of output valass to variations in 

inputs, which include the descriptors and the sound speeds  Such variations 

might result from measurement errors associated with noise, the receiving 

array, environmental fluctuations, and other factors.  Procedures are pre- 

sented for analyzing the effects of both deterministic and random input 

perturbations on output errors.  The methods rely on efficiently cctaining 

linear approximations for output errors in terms of input variations.  These 
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approximations are also computationally efficient, and results using them are 

shown to be valid for small, as well as somewhat larger, variations.  Further, 

they are useful to express variances and covariances of localization errors in 

terms of those for random input variations. 

We focus on three typical cases of perturbed inputs, associated with 

phase-roll periods and received frequencies, signal-arrival angles, and sound 

speed.  Sensitivity of the tracking algorithm to these types of measurement 

errors is studied by considering a variety of S-R scenarios.  In all config- 

urations, small perturbations of all algorithm inputs produce small variations 

of output estimates.  For example, in one scenario, percentage depth, range, 

and speed errors were less than 8% for relative errors in periods of up to 

20%.  However, some outputs are shown to be more sensitive to larger varia- 

tions in certain inputs.  Further insight into algorithm robustness is gained 

by considering special tracking scenarios, such as motion confined to a 

vertical plane, in which fewer than six source parameterr are unknown. Our 

sensitivity analysis for these situations corroborates the algorithm robust- 

ness for input variations of reasonable magnitude. 

For the special tracking cases, we develop tractable formulas for output 

errors for non-random and random input perturbations.  These formulas are used 

to obtain both qualitative and quantitative information concerning relative 

effects of various descriptor errors.  For the random variations, we analyze 

effects of phase-roll period and received-frequency perturbations on relative 

errors in source depth and speed.  The influence of the correlation between 

perturbations in these descriptors, which are both related to travel-time 

variations due to S-R motion, on the correlation between relative output 

errors is determined.  For example, if these inputs are perfectly correlated, 

then the same result for correlation holds for the outputs.  If the standard 

deviation for phase-roll period variations is much greater than that for 
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frequency perturbations, the degree of correlation between output errors is 

nearly identical to the input-error correlation. 

We also investigate the influence of a specific corrupting mechanism, 

namely Gaussian white noise, on the measurement of period and received 

frequency.  Cramer-Rao lower bounds for variances of unbiased estimators for 

relative errors in source depth and speed, in terms of signal-to-noise ratio, 

are developed.  These bounds on tracker performance are derived by using a 

two-stage estimation procedure applied to our algorithm.  Examples for special 

S-R scenarios, which typically involve very small bounds on speed errors and 

percentage depth errors less than 15% for moderate to high signal-to-noise 

ratios, indicate good tracker performance.     " - 
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TABLE I.  Values for parameters, descriptors, and outputs for scenarios 

(A)-(E) (c = 1520 ms-1, At2 = 120 s). 

Parameter, Scenario 
descriptor. or 

output. (A) (B) (C) (D) (E) 

Dr(m) 200 200 150 200 200 

Vj.dns"'' ) 5 5 10 10 10 

'i'l (deg) 45.0 100.0 45.2 1.4 2.9 

^2 31.4 124.2 106.1 2.6 4.1 

P-l (s/cycle) 22.0 6.2 12.4 27.4 21.3 

P2 . 9.0 11.4 22.1 8.5 10.9 

fj-lCHz) 503.49 994.40 503.74 504.93 501.64 

fr:> 503.11 991.82 499.06 504.93 501.64 

Dgdn) 

Rl (m) 

Vg{ms~^) 

Sri(deg) 

^r2 

0sl(deg) 

^32 

fs(Hz) 

300 300 300 300 300 

3000 2000 2000 4000 2000 

1779 3316 1311     , 2200 1400 

10 10 5 5 5 

45.0 100.0 -45.0 0 0 

31.2 .     124.3 -106.2 0 0 

-45.0 ■       140.0 -30.0 0 180.0 

-58.8 164.3 -91.2 0 180.0 

500 1000 500 500 500 



FIGURE LEGENDS 

Fig. 1.  (a)  Vertical projection at time t]_ of S and R motions and ray 

arrivals.  (b) Horizontal projection of S and R tracks between times 

t;^^ and t2.  (c) Angles associated with direct ray at R. 

Fig. 2.  Top view (time t^^) of tracking scenarios (A)-{E). 

Fig. 3.  Percentage depth, range, and speed errors versus phase-roll period 

perturbation (s/cycle) at time t2r   (a) scenario (A),    (b) 

scenario (B).  Received frequency perturbation = 0.1 Hz. 

Fig. 4.  For scenario (C) at time t2> percentage depth, range, and speed 

errors versus  (a) phase-roll period perturbation (s/cycle) (received 

frequency perturbation 0.1 Hz), (b) received angle perturbation 

(deg). 

Fig. 5.  Bearing and course angle errors (deg) at time t2 versus received 

angle perturbation (deg), (a) scenario (B),, (b) scenario (C) . 

Fig. 6.  Percentage depth, range, and speed errors at times tj^ and t2 versus 

phase-roll period perturbation (s/cycle), (a) restricted scenario 

(A),  (b) scenario (D).  Received frequency perturbation 0.1 Hz. 

Fig. 7.  Percentage depth, range, and speed errors at times t^^ and t2 versus 

received frequency perturbation (Hz), (a) restrictad scenario (A), 

(b) scenario (E).  Phase-roll period perturbation 1 s/cycle. 

Fig. 8.  Correlation coefficient of relative depth/speed errors versus corre- 

lation coefficient of period/received frequency perturbations, for 

several standard-deviation ratios K  in restricted scenarios. 

Fig. 9.  Cramer-Rao lower bounds for percentage normalized standard deviation 

of depth and speed versus signal-to-noise ratio (dB). 
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